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Abstract. Wireless networks are increasingly overwhelmed by Distributed Denial of Service (DDoS) attacks by generating
flooding packets that exhaust critical computing and communication resources of a victim’s mobile device within a very short
period of time. This must be protected. Effective detection of DDoS attacks requires an adaptive learning classifier, with less
computational complexity, and an accurate decision making to stunt such attacks. We propose a distributed intrusion detection
system called Cooperative IDS to protect wireless nodes within the network and target nodes from DDoS attacks by using a
Cooperative Fuzzy Q-learning (Co-FQL) optimization algorithmic technique to identify the attack patterns and take appropriate
countermeasures. The Co-FQL algorithm was trained and tested to establish its performance by generating attacks from the
NSL-KDD and “CAIDA DDoS Attack 2007” datasets during the simulation experiments. Experimental results show that the
proposed Co-FQL IDS has a 90.58% higher accuracy of detection rate than Fuzzy Logic Controller or Q-learning algorithm or
Fuzzy Q-learning alone.
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1. Introduction

Recent advances in wireless communications partic-
ularly Wireless Sensor Networks (WSNs) have enabled
the development of low cost and powerful multifunc-
tional nodes in small size communicating over radio
frequencies [3]. These type of networks are utilized
with a wide range of applications from natural dis-
aster relief [4], health monitoring [6], to hazardous
events [5]. The existing application designs for wire-
less sensors afford greater flexibility in establishing
communications and increasing system automation, but
are deficient in security and privacy [10]. The core
weaknesses with these sensor nodes lie in the limited-
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resource devices, i.e. power and processing units. For
this reason, vulnerability to various security threats is
notably high. Meanwhile, adversaries may possess pas-
sive and active access to secret information, such as keys
stored in a compromised node by eavesdropping [14] or
Denial of Services (DoS) attacks. As a result, security
is still a major design goal in WSNs.

To mitigate malicious attacks particularly DDoS
attack, the Intrusion Detection Systems (IDSs) are
employed to detect abnormal traffic patterns that
diverge from the modeled expected normal traffic
behavior [16, 17, 21]. Tsunoda et al. proposed a sim-
ple inspection packet mechanism to avoid stateful
inspection against Distributed Reflective Denial of Ser-
vice (DRDoS) attack [18]. However, the mechanism
is vulnerable to DDoS attacks as the state tables were
overwhelmed by the moderate size and complexity of
DDoS attack features.
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The Q-learning algorithm has been modified by
rough set theory (RST) to learn optimum value for
different attack attributes to classify network traffic
data [15]. Munoz et al. [11] utilized fuzzy Q-learning
for congestion detection to drop packets that differs
from normal features. Although, fuzzy Q-learning algo-
rithms proposed by Munoz improved the accuracy of
detection and consume minimum resources, due to
increasing the high volume of traffic comes from DDoS
attack the fuzzy Q-learning agent could not response
well while, the accuracy of detection decreased.

Cooperative Intrusion Detection and Prevention
System (CIDPS) based on a comprehensive set of
requirements for wireless sensor networks; as proposed
by Patel et al. [13] scrutinizes the special characteristics
of a distributed framework structure within Smart Grid
Networks (SGN) with Collaborative IDPS. Although,
the proposed CIDPS influences on robustness, flexibil-
ity, adaptability and low resource consumption, but the
accuracy of detection was not satisfied by using fuzzy
threshold.

We aims to design a hybrid intrusion detection system
called a Cooperative Fuzzy Q-Learning (called herein
CoFQL) in this study to enhance the learning ability of
attack detection and improve the speed of decision pro-
cess. Our research work, fuzzy logic controller utilized
fuzzy min-max strategy to provide the action selection
policy. The Q-learning algorithm adjusts their param-
eters (i.e, state, action) based on fuzzy functions to
reduce the complexity of states and action as well as
speed up the decision process. The cooperative FQL
algorithm aims to maximize the cost function (accuracy
of detection) during attack detection.

The remainder of the paper is organized as follows.
The related studies are explored in Section 2. Network
model is described in Section 3. In Section 4, system’s
models including the fuzzy expert system, the fuzzy
Q-learning for anomaly detection, and the design of
the Cooperative-FQL algorithm are explained. The con-
ducted experiments are discussed in Section 5. Section
6 concludes the paper.

2. Related works

2.1. DDoS attack

Presently, DDoS attack type reported to the
CERT/CC [7], comprises sending flooding packets to a
destination causing the consumption of resources (CPU
and memory), network bandwidth, router processing

capacity, or network stack resources, and disrupt the
network connectivity to the victims. Different types
of DDoS attacks have been developed, which can
be classified as TCP flood, UDP flood, ICMP flood,
smurf, distributed reflector attack and distributed reflec-
tor attack are discussed [20].

The problem of DDoS attacks has already been
addressed in many studies. Shiaeles et al. [2], pro-
posed a fuzzy estimator approach for identifying a
DDoS attack and classifying the malicious IPs. This
method is very accurate in detecting the DDoS attack
and fairly accurate for identifying the offending IP
addresses within strict time limits that allow the sys-
tem to respond in real time situation. Khatoun et al. [9]
proposed a decentralized alert correlation technique to
detect DDoS attacks based on P2P architecture, which
correlates alerts produced by various intrusion detection
systems and provides a high-level view of attempted
intrusions.

2.2. DDoS attack dataset

The KDD Cup dataset was produced by processing
the tcpdump portions of the 1998 DARPA Intru-
sion Detection System (IDS) evaluation dataset [9].
However, it is not synthetic and does not reflect con-
temporary attacks. NSL-KDD datasets [2] mitigates the
weaknesses incurred by KDD’99 datasets. NSL-KDD
contains fewer redundant and duplicate records in the
training and test phases of learning-based detection,
which makes the evaluation process of the learning sys-
tem more efficient. CAIDA dataset [1] consists of DDoS
attack dataset 2007, which can be availed by user’s
request. Tdataset consist of an hour of anonymized
traffic traces from a DDoS attack.

In our research work, the similar key features of
DDoS attacks collects from NSL-KDD and CADIA
dataset and then combined into the new dataset that is
called mixed dataset. The aim is to validate our security
mechanism against DDoS attacks with different attack
datasets.

2.3. System measurements

The most important outcomes derived from Wireless
IDS are that the accuracy of detection is increased, and
the percentage of false alarm rate is decreased. These
two metrics are used to appraise the Collaborative-FQL
performance, namely, the Detection Rate (DR), and the
False Alarm Rate (FAR). Table 1 demonstrates the pos-
sible status for an IDPS reaction and Equations (1–5)



S. Shamshirband et al. / Co-FQL: Anomaly detection using cooperative fuzzy Q-learning in network 1347

Table 1
Possible status for an IDPS reaction

Confusion Predicted class
matrix

Normal Abnormal

Actual Normal True Negative (TN) False Negative (FN)
Class Abnormal False Positive (FP) True Positive (TP)

are applied as numerical evaluations to quantify the
performance of IDSs.

True Negative Rate

(TNR) = TN

TN + FP
= no. true alerts

no. alerts
(1)

True Positive Rate (TPR) or Sensitivity or Recall

(R) = TP

TP + FN
= no. detected attacks

no. observables attacks
(2)

False Positive Rate

(FPR) = FP

TN + FP
= 1 − TN

TN + FP
(3)

False Negative Rate

(FNR) = FN

TP + FN
(4)

Accuracy = TN + TP

TN + TP + FN + FP
(5)

2.4. Real time feature extraction

The main features of DDoS attacks was indicated in
the study [13]. From the dataset attributes, five features,
as shown in Table 2, have been selected for accurate
detection of DDoS attacks. These attributes mostly con-
sist of spoofed source address and contain half-open
connections.

Our objective is to differentiate the DDoS attack and
normal traffic. The ‘duration’ feature or response time
has been used to identify the incomplete length time of
the connection due to handshake. Most of the attacks

Table 2
List of features of the DDoS attacks

Feature name Feature description

Time response Variance of time difference between two
connections during specific time window

Protocol type Type of the protocol, e.g., TCP, UDP, etc.
Src bytes number of data bytes from source to destination
Dst bytes number of data bytes from destination to source
Count number of connections to the same host during

specified time window

target the victims’ servers through legitimate ports such
as 80, 53, 443, etc. Hence, the ‘Protocol type’ feature
from clients over a time window was used to monitor the
legitimate port. DDoS attacks send flooding packets to
victims in order to consume the resources such as mem-
ory and CPU. The “Src bytes and Dst bytes” features
used, in terms of ‘buffer size or packet size ’, to iden-
tify the number of data bytes from source to destination
and destination to source. The number of connections
to the same host is the key features of DDoS attack. The
‘Count’ feature is used to monitor the number of con-
nections to the same host during specified time window.

2.5. Fuzzy Q-learning - motivation

FQL based congestion detection instead of adding a
new input to the FLC, the learning algorithm enables
to control this performance indicator by the ‘trial-
and-error’ methodology to avoid complex rules. The
disadvantage of the FQL is that of the operator as fuzzy
rules is fixed. For instance, IDS in a very congested
network should be conservative as detection receives
much more anomaly. Another special situation is when
there is a small overlap between normal and abnor-
mal states; the FQL produces an extreme change in
the IDS margin that significantly increases the detec-
tion rate. In addition, the single FQL is unable to store
the huge amount of data received due to an increase in
the lookup table. In all cases the risk of resource con-
sumption is higher when modifying FLC margins. This
algorithm is deemed to be expanded in order to propose
our Cooperative Fuzzy Q-Learning algorithm.

In our scheme, we modified the Munoz FQL algo-
rithm by applying min-max action selection instead of
∈-greedy action-selection and softmax action selection
rule. The main drawback of ∈-greedy action-selection
is that when is explores it selects equally among all
actions. The worst performing actions may be hap-
pened. To solve this problem, softmax method uses a
Boltzmann distribution. The greedy action is given the
highest selection probability according to their value
estimates. The adjusting parameters of action selec-
tion methods must be set manually that decreases the
speed of algorithm in training. To solve the problem
of manually adjusting the action selection parameters,
decrease the false alarm rate and increase the accuracy
of attack detection, we used dynamic fuzzy min-max
action selection method to improve the performance
of algorithm. In addition, we optimized FQL algo-
rithm through cooperative algorithm that utilizes weight
strategy policy.
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3. Network model

According to the form of network organization,
WSNs routing protocols can generally be divided into
two categories: flat network routing and hierarchical
network routing. In a flat topology, each sensor node,
acting in the same role, communicates with other sen-
sor nodes in WSNs by attempting to find a route to
the sink node in the way of flooding. This method is
very effective in relatively small networks; however,
it is hard to apply to enormously dense networks due
to flooded messages. On the other hand, a hierarchical
routing protocol, each cluster has a coordinator, called
Cluster Head (CH), and a number of member sensor
nodes. In order to balance the energy consumption on
inter-cluster sensor nodes, the CH must be re-clustered
periodically. When member sensor nodes send their
data to the responsible CH, the CH aggregates the
data and sends them to the Base Station (BS) through
other CHs. This clustering leads to be more scalable
and energy-efficient for the fact that most of the data
sensing and processing can be finished within the same
cluster.

4. System model

We designed an architecture so-called Cooperative
Fuzzy Q-leaning Detection System (Co-FQL) to iden-
tify potential DDoS attack on the wireless network. In
the first layer of proposed Co-FQL architecture, Fuzzy
Expert System (FES) concentrates to audit the attack
records received from the traffic. When FES detects the
possible attacks then send the new set of traffic dataset
to the next layer. In the second layer, the FLC opti-
mized by Q-learning to discover and detect the security
treats captured by FES. Finally, FQL uses coopera-
tive Q-learning to provide a negotiation mechanism to
improve the accuracy of attack detection and decrease
the learning processing time process of detection.
Figure 1 depicts the architecture of Cooperative Fuzzy
Q-learning Detection System (Co-FQL).

In the paradigm of Cooperative Fuzzy Q-learning
(Co-FQL) DDoS Detection System, sensor nodes cap-
ture packets received from traffic. Sink nodes utilized
detection policies in three levels.

• Fuzzy Expert System (FES) Policy: reduces the
state space for the sink node due to an increase in
look-up table or Q-table. This policy broadcasts the
gain of ES engine (i.e. Abnormal, normal) through
a Base Station (BS).

Fig. 1. Architecture of Cooperative Fuzzy Q-learning (Co-FQL).

• Fuzzy Q-learning (FQL) Policy: mitigates the
possible faults escaped from the FES policies. The
anomalous data is identified by optimizing Fuzzy
Logic Controller based Q-learning.

• Cooperative-FQL (Co-FQL) Policy: synchro-
nizes the negotiation policy in communication
sensors by utilizing the measurement over multiple
FQL. BS applies appropriate cooperative mecha-
nism to identify anomalous usage.

4.1. Fuzzy expert system for DDoS attack detection

To fully exploit the suspicious level at the first layer,
Expert System (ES) utilized Fuzzy Rules Base (FRB)
to identify the anomaly conditions received from the
traffic. The Fuzzy Expert System (FES) employed to
decrease the record of anomalous data through fuzzy
logic controller. We designed FES consists of the fol-
lowing components: the traffic capture, the feature
extractor, the fuzzification, the fuzzy inference engine,
the knowledge base, the defuzzification, and the expert
analyzer. Figure 2 shows the details of component of the
proposed Fuzzy Expert detection system architecture.

4.1.1. The traffic capture
The traffic capture component collects the traffic

records and prepared the base information for traffic
analysis. Currently the traffic capture is based on the
popular network and hosts’ intrusion detection tools
and other scanning tools: Snort, Sniffer, and wireshark.
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Fig. 2. The architecture of the proposed fuzzy expert system.

These different forensic tools real-time collect network
attack traffics and intrusion host’s information. In this
research work, we utilized wireshark packet analyzer
tools to pre-processed DDoS attacks data and their
features.

4.1.2. The feature extractor
The feature extractor performs extracting features on

the “network traffic” captured by the traffic capture
component. Under the network and system environ-
ment, there are many traffic features that can be used
for attack detection and analysis.

The attack data source can be defined as a 5-tuple
ADS = {Pt, Dp, Tr, Bs, Co} according to the vulner-
ability scanning information, where Pt denotes as the
type of protocol (TCP = 1, UDP = 2); Dp denotes as the
destination port; Tr denotes as the variance of time dif-
ference between two connections during specific time
window, Bs denotes as the length of packet from source
to destination, Co denotes as the number of connections
to the same host as the current connection in the past
two seconds.

4.1.3. The fuzzification
Each input variable’s sharp (crisp) value needs to

be first fuzzified into linguistic values before the fuzzy
decision processes with the rule base. The characteris-
tic function of a fuzzy set is assigned to values between

Table 3
Fuzzy rating for occurrence of attack traffic in ADS

Linguistic Fuzzy number
variables Tr Bs Co

Low (L) (−inf, −inf, 0, 40) (−inf, 0, 2, 3) (−inf, 0, 1, 1.5)
Medium (M) (20, 40, 80, 100) (2, 3, 5, 6) (1, 1.5, 2, 2.5)
High (H) (80, 120, inf, inf) (5, 6, 8, inf) (2, 2.5, 3, inf)

Fig. 3. The membership functions of linguistic variables for attack
data source Tr.

0 and 1, which denotes the degree of membership of
an element in a given set. Table 3 displays the linguis-
tic terms and their fuzzy numbers used for evaluating
the attack data source for time response, buffer size, and
Count. Figure 3 indicates the membership functions for
time response.

4.1.4. The fuzzy inference engine and knowledge
base

Knowledge base stores the fuzzy rules which are used
by the fuzzy inference engine to get a new fact from.
The pseudo code of proposed FES is shown in Table 4.

4.1.5. The expert analyzer
The expert analyzer decides the influence result from

defuzzification whether inspected packets are attacks or
not. If the crisp value is disparate than threshold value
of the detection attack rule, then it adopts that an attack
has occurred. The process of manually extracting rules
may be time consuming and the rules may be approx-
imate. Because these methods are off-line in nature,
if a very large set of data is involved, it can become

Table 4
Pseudo code proposed for FES

REPEAT
READ current records
SET TRUST to True
IF Protocol Type = TCP THEN

IF Source IP < 124 and Destination IP > 130 THEN
IF Source Port && Destination Port /= 80 THEN
IF Time Response > 60 MS THEN
IF Buffer Size > 40 KB THEN
IF Count > 3 times THEN

SET TRUST to False
END IF

END IF
END IF

END IF
END IF

END IF
Print TRUST
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expensive and impractical, and cannot real-time detect
the novel attacks. In order to overcome this problem,
we propose a hybrid soft computing methods to identify
DDoS attacks.

4.2. FQL scheme for anomaly detection

An optimized FQL strategy is proposed in this sec-
tion for detecting DDoS attack. The design of the
anomaly based FQL utilized the FLC, which converts
the continuous inputs into fuzzy sets. Three fuzzy sets
have been defined for the input of FQL to represent
three different situations as a state space of Q-learning:
Fig. 4 demonstrates a block diagram of the optimization
system for anomaly based–FQL.

The FLC inputs, given by the Time response (Tr),
Buffer size (Bs) and Count (Co), correspond to the fuzzy
state of the network S (t),

S(t) = [Time response, Buffer size, Count]

= [Tr, Bs, Co] (6)

The FLC output, given by the increment in the states,
represents the action of the sink node, A(t). The reward
signal, R (t), is built from the FLC, is measured in both
modes of the adjacency in order to test if the sensors
are experiencing attacks.

Three fuzzy sets are identified in the current Buffer
size (Bs), whose linguistic terms are ‘Low’ (L),
‘Medium’ (M), and ‘High’ (H). These three fuzzy
sets discriminate the cases when Bs is less than (3k),
which has been defined the length of packet received
from source during specified time window. The output
linguistic variable represents the system’s Detect Con-
fidence (DC) in the presence of abnormal behavior. To
illustrate, if the confidence value is higher than 80, then
the system is more than 80% certain that there is an
abnormal entity, if the detection confidence is smaller
than 40, it is more likely that there is no abnormality.
However, input and output variables give us a notion of
how traffic connection is changing. Figure 5 (a, and b)
indicates the membership function for the input vari-
ables of buffer size and count and Fig. 6 indicates
the output variable of fuzzy systems. The membership
functions are triangular or trapezoidal.

The number of selected rules in this section is smaller,
that results in a lower number of fuzzy rules. A small
number of rules speed up the convergence of the
Q-Learning algorithm since fewer states have to be vis-
ited during the exploration phase. The interpretation of
each rule defined in this work is described as follows.

Fig. 4. Block diagram of the optimization system for FQL.

Fig. 5. (a), and (b), Input Membership function design in Java-fuzzy
toolbox [8].

Fig. 6. Output Membership function.
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• Rule 1: It is activated when there is a high value
in Tr and the Bs margin has a ‘high’ value and the
number of connections to the same host has a high
percentage, which is opposite to the desired value.
A large increment in the linguistic variables should
be necessary in this case to increase the grade of
detection of anomalies. Thus, the consequent of
rule 1 is set to ‘high’.

• Rule 2: It is similar to rule 1 but with the differ-
ence that the Tr has a low value. The consequences
of that rule should be a moderate change such as
‘High’.

• Rule 3: The activation of rule 3 occurs when there
is a medium Tr difference in the adjacency from
the source to the destination but the Bs and Count
margins have an appropriate (‘low’) value to mon-
itor the traffic. For those reasons, the consequent
for rule 3 is set to ‘medium’.

• Rule 4: It is activated when the Tr has medium
and the Bs margin has a ‘high’ value and Count is
high. The selected consequent for rule 4 has been
set to ‘high’.

In order to find the optimal action, the reinforce-
ment signal r (t) used Equation (7). FQL agent assigns
a weight to all possible next states based on FLC. Asso-
ciated to the threshold value, the optimal cost may be
achieved. Thus, those FLC actions that lead to a Detect
Confidence (DC) less than DCth should be rewarded
with a positive value, while those actions producing a
DC higher than DCth should be punished with a neg-
ative value. Formally, the reinforcement signal used in
this work is defined by:

r(t + 1) =
{

100, if DCk
meatured (t) < DCth

−100, otherwise
(7)

where r(t + 1) is the reinforcement signal for the Kth

sink node in iteration t + 1. The value of DCk
meatured(t)

is calculated as the fuzzy min-max weighted average:

Detect Confidence = output(Cj) (8)

=
(∑N

j=1
αj cj

)
/

(∑N

j=1
αj

)

αj = [µj(x0) ∗ µj(y0)] (9)

where N is the number of rules, αj is the degree of truth
for the rule j and cj is the selected output constant value
for the same rule. Table 5 demonstrates the results of
applying one of the possible min-max action selections
for FQ-Learning algorithm.

Fuzzy min-max action selection mechanisms, which
can reason with imprecise information, are good at
explaining their decisions for a single FQL agent but
the action performed to make decisions are not acquired
when the complexity of anomaly variables is high. To
improve the accuracy of action decision policy, cooper-
ative mechanism strategy adopts to FQL through weight
strategy policy.

4.3. Cooperative FQL (Co-FQL) algorithm

Previous researches on the impacts of Multi-Criteria
Expertness (MCE) based cooperative Q-learning were
presented [12] to improve the cooperative learning pro-
cess in a hunter-prey problem. This shared information
conducts episodes (state, action, and reward), sensa-
tion (state), and policies. The aim of this part is to
contribute the following question: “How can an FQL
agent enjoy exchanging information during the learn-
ing process, in order to improve the correct rate of the
detection system?”. In this research work, the cooper-
ative policy evaluates the proficiency of an agent to
optimize the cost function based on weight strategy
sharing incorporating the expertness and weight assign-
ment mechanisms for real time DDoS attack detection.
These two mechanisms result as modules that are used
in Co-FQL architecture and system implementation to
speed up the learning process.

4.3.1. Expertness criteria
The agent’s expertness is evaluated based on the

Average of Positive of Reward Signals (APRS) as
shown in Equation 10.

APRS(expertness) = ei =
∑

|Reward|
N

= sum of positive reward signals
Number of total reward

=
∑

reward |TP + TN|
N

(10)

where, the sum of positive rewards divided by the num-
ber of total rewards (i.e, negative and positive rewards)
per epoch. In other word, the criterion of expertness
of agent for DDoS attack detection calculates based on
the following assumption: sum of positive reward signal
received when no attack has taken place and no alarm is
raised (True Negative), and the number of correct intru-
sion instances detected by the system (True Positive).
The objective is to evaluate the proficiency measures of
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agent during attack detection. The value of APRS can
be used to the weight assignment mechanism.

4.3.2. Weights assignment mechanism
This mechanism is utilized the APRS to assign

the suitable weight to correspond agents as shown in
Equation 11:

Wij =






1 − αi, ei = ej

αi
ej−ei∑n

j=1 (ej−ei)
, ej > ei

0, otherwise

(11)

where 0 < αi < 1 is the impressibility factor that
depicts how a fuzzy Q-learning agent depends on
other’s knowledge. For instance, when the proficiency
measure of agent (i) is less than agent (j), then its
weight is relative to the amount of expertness difference
between the agent j and agent i divided by the sum of the
other expert’s differences. Figure 7 depicts the weight
assignment strategy for the sink node which called FQL.
In this case, FQL (i) evaluates the expertness of FQL
and then assigns the weight based on Equation.12.

The procedure of negotiation between agents repeat
until the weighted strategy is finished. After termina-
tion of the weighted strategy the Q-value is modified
as shown in Equation 12 to update their knowledge to
detect a DDoS attack.

Qnew
i = (1 − αi) ∗ Qnew

i + αi

∗
∑

j∈Expert(i) (Wij ∗ Qold
i ) (12)

Fig. 7. The weight assignment for homogeneous agents.

Table 6
Comparison of existing ensemble algorithms with proposed

algorithm

where, Qold
i is the previous knowledge of each agent,

0 < αi < 1 is the impressibility factor and shows how
much agent i relies on the others knowledge.

The instances can be classified correctly or incor-
rectly in normalization layer (Fuzzy Expert). If the
instances are classified correctly, the weight of these
instances is reduced aggressively so that these instances
will not be considered during next iteration of train-
ing. If the instances are incorrectly classified, there are
two possibilities: (i) normal traffic classified as attacks
(false positive) and (ii) attack classified as normal traf-
fic (false negative). A closer look at the fuzzy min-max
action selection in FQL reveals that the assignment of
weight to correct classification is satisfied by threshold
value. Consequently, if the weight exceeds less than our
default threshold value, it drops the threshold, indicat-
ing the detection is bad.

5. Experimental results

Three sets of experiments were conducted to exam-
ine the effects of attack detection accuracy based on
Fuzzy Logic Controller (D1), Q-learning algorithm
(D2), Fuzzy Q-learning (D3) and Cooperative Fuzzy
Q-learning (D4) algorithms. The cost function for var-
ious Fuzzy classifier, Q-learning, fuzzy Q-learning,
and cooperative Q-learning algorithms are calcu-
lated. Table 6 shows the comparison of the proposed
Co-FQL detection algorithm with existing ensemble
algorithms.
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An FLC is usually integrated with a fuzzyfier and a
defuzzyfier that translates real-valued inputs to fuzzy
terms and vice versa. The Q-Learning algorithm is
adopted when both the states and the actions to be
selected belong to finite, small sets in order to find a
control rule that maximizes at each control cycle the
expected discounted sum of future reinforcement.

FQL seems to be effective models to exploit the fea-
tures of Q-Learning also with real-valued inputs and
outputs. The main problems of this approach come from
the fact that more than one fuzzy rule usually trigger on
a single real-valued state, and it should be possible to
reinforce each of them according to its contribution.
Cooperative FQL, where the agents can share their per-
formance statistics with their neighbor agents, so that
agents try to learn the optimal action policy based on
the overall reward of the neighborhood instead of just
local selfish rewards.

We used FLC, which utilized min-max fuzzy method
for improving classification scheme. If the new sets of
fuzzy rules agree on the same class, that class is the
final classification decision. If the fuzzy classifiers dis-
agree, then class chosen by the second sets of fuzzy rules
classifier is the final decision. The min-max fuzzy clas-
sifiers show better performance in the reduced dataset,
but inaccurate by increasing the high volume of traf-
fics that fuzzy IDS may be crashed. In addition, prior
knowledge of data distribution is required for fuzzy IDS
algorithm. We also modified the Q-learning algorithm
to identify the DDoS attacks. The Q-learning based
DDoS attack detection is capable of handling the minor
class of DDoS attacks detection, but the multi objective
procedure or major features of DDoS attack consumes
maximum resources, especially in real time environ-
ment. In addition, the convergence of Q-learning takes
much time. In Q-learning and Fuzzy Q-learning algo-
rithm the observation is limited by one single classifier.
Therefore, these this algorithm fails due to high vol-
ume of real time traffic. To overcome the problem of
accuracy of detection, false alarm rate and time com-
plexity, we combine the weighted strategy optimization
with fuzzy Q-learning to reach high accuracy of detec-
tion and low false alarm rate, especially in real time
traffic.

Three investigates were carried out on publicly avail-
able datasets such as NSL-KDD dataset and CAIDA
DDoS dataset, and mixed dataset using the Castalia and
the results are discussed in Section 5. We proposed the
cost function to facilitate performance comparison of
existing ensemble methods with our proposed Co-FQL
algorithm. It was calculated using Equation (13).

Cost = (1 − TP) + (TP + FP) (13)

Where TP, the number of instances is correctly pre-
dicted as attack class, FP is the number of samples
incorrectly predicted as attack class. The algorithm with
least cost function emerges out as the best detection
system.

5.1. Performance verification

Our proposed classification algorithm with cost
per sample function Cost = (1 − TP) + (TP + FP) is
compared with existing soft computing methods D1,
D2, and D3 in terms of accuracy of detection per sam-
ple on three dataset NSL-KDD, CAIDA, and mixed
dataset of attacks. Comparing the false positive rate of
Co-FQL with cost minimization, it can be seen that
Co-FQL algorithm with cost minimization yields an
improvement of 13.57%

(
2.80−2.42

2.80 ∗ 100
)

over FQL
algorithm as shown in Table 7. Further, it is evident that
FQL with cooperative mechanism achieves the maxi-
mum gain of accuracy of detection. Moreover, it can be
inferred from Fig. 8 that cost per percentage of sam-
ples or anomalous is less for Co-FQL algorithm than
the other methods.

The next tryout was conducted for CAIDA traffic.
Table 7 depicts that the detection accuracy is 84.16%
with 4.22% false positive rate. Comparing the false
positive rate, Co-FQL algorithm with minimum cost
function, it can be seen that Co-FQL yields an improve-
ment of 27.11% over FLQ, 27.86% over Q-learning,
and 34.37% over FLC. It can be inferred from Figs. 9

Fig. 8. Cost per sample for existing DDoS detection and Co-FQL
from NSL-KDD attack source.
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Fig. 9. Cost per sample for existing DDoS detection and Co-FQL
from CAIDA attack source.

and 10 that cost per samples is less for Co-FQL algo-
rithm than other methods.

Experiment 3 was performed in mixed dataset. The
trained Co-FQL algorithm was able to detect DDoS
attack with high accuracy of detection, low false pos-

itive rate and minimum cost function as shown in
Table 7.

5.2. Computational time of Co-FQL algorithm

Preprocessing time includes the time spent in fea-
ture extraction and normalization. The training time
depends on the number of times the classifier needs
training which in turn depends on the mean square
error between iterations reaching goal minimum. Test-
ing time includes the time spent in testing the unlabeled
instances by weighted mean. Table 8 shows the per-
formance comparison of the Co-FQL in terms of
consuming time obtained during the experiments. It can
be realized that the training time of Co-FQL is similar to
FQL, but it consumes more testing time than the FLC,
Q-learning, and FQL. Also, the computational time was
calculated on Intel 3.10 GHz, Core i-5 Processor, 4 GB
RAM computer.

Testing time of the proposed Co-FQL method is
a little high due to the ensemble output combination
methods such as fuzzy Q-learning and weight strat-
egy sharing algorithm, but more detection accuracy was

Table 7
Simulation result of detection algorithm for NS-KDD dataset

 FLC Q-Learning FQL Co-FQL 

Percentage 
of 

anom
alous (%

)  

NS-KDD CAIDA Mixed NS-KDD CAIDA Mixed NS-KDD CAIDA Mixed NS-KDD CAIDA Mixed 

TP 
(%) 

FP 
(%) 

TP 
(%) 

FP 
(%) 

TP 
(%) 

FP 
(%) 

TP 
(%) 

FP 
(%) 

TP 
(%) 

FP 
(%) 

TP 
(%) 

FP 
(%) 

TP 
(%) 

FP 
(%) 

TP 
(%) 

FP 
(%) 

TP 
(%) 

FP 
(%) 

TP 
(%) 

FP 
(%) 

TP 
(%) 

FP 
(%) 

TP 
(%) 

FP 
(%) 

1 70.2 4.7 73.5 4.9 78.2 3.9 75.2 1.4 74.2 4.7 78.7 3.8 80.1 1.2 74.9 4.2 8 3.8 83.2 1.2 75.7 2.1 84.3 3.2 

5 71.5 4.8 73.9 5.1 78.6 4.1 76.7 1.6 74.7 4.9 79.2 4.1 81.2 1.4 75.1 4.3 84.7 3.9 83.4 1.3 76.2 2.6 85.8 3.1 

10 73.2 4.9 74.2 5.3 79 4.5 76.9 1.9 75.4 5.2 79.4 4.5 82.5 1.9 75.6 4.8 85.4 4.1 84.3 1.5 76.8 2.9 86.9 4.4 

15 75.4 5.0 74.8 5.7 79.3 4.7 77.6 2.1 75.9 5.3 79.8 4.6 83.7 2.1 75.9 5.1 85.9 4.4 85.6 1.7 77.5 3.1 87.3 4.6 

20 75.9 5.1 75.1 6.2 80.1 4.9 78.5 2.4 78.6 5.4 80.1 4.8 83.9 2.4 76.4 5.2 86.6 4.7 87.9 1.9 77.9 3.4 88.9 4.8 

25 76.1 5.8 75.4 6.5 80.6 5.1 79.8 3.1 78.8 5.6 80.5 5.0 84.2 2.6 76.8 5.6 87.7 4.8 88.3 2.1 80.4 3.7 89.6 4.9 

30 77.1 5.9 75.6 6.7 81.3 5.4 80.1 3.4 79.4 5.8 81.3 5.1 85.8 2.8 77.6 5.9 88.8 5.1 89.7 2.4 80.9 3.9 90.4 5.0 

35 80.1 6.0 76.1 6.9 82.1 5.9 82.3 3.9 79.9 6.0 81.8 5.3 86.4 2.9 78.9 6.2 89.4 5.3 90.5 2.6 90.3 4.4 91.6 5.2 

40 81.9 6.2 76.8 7.0 82.5 6.1 83.6 4.2 80.4 6.2 82.7 5.6 87.7 3.2 79.6 6.4 90.7 5.6 91.7 3.1 90.6 4.8 92.2 5.4 

45 78.2 6.4 79.2 7.1 83.1 6.2 79.8 4.9 81.8 6.4 83.9 5.8 88.5 3.4 80.5 6.7 91.4 5.8 92.4 3.2 91.2 5.2 93.8 5.6 

50 76.8 6.5 79.5 7.2 83.4 6.5 78.9 5.2 82.8 6.6 84.6 6.1 89.6 3.9 81.2 6.8 92.5 5.9 94.2 3.3 91.7 5.7 94.5 5.8 

55 75.6 6.8 80.3 7.4 84.1 6.8 79.3 5.6 83.7 6.9 85.9 6.2 90.4 4.1 83.4 7.0 93.8 6.0 96.5 3.5 92.4 6.2 95.9 6.0 

60 74.8 6.9 80.6 7.6 84.2 6.9 80 5.8 84.5 7.1 86.6 6.5 92.4 4.5 85.8 7.1 94.4 6.1 98.2 3.7 92.5 6.9 96.4 6.1 

Avg. 75.91 5.77 76.54 6.43 81.27 5.46 79.13 3.5 79.24 5.85 81.88 5.18 85.88 2.80 78.59 5.79 83.02 5.04 89.68 2.42 84.16 4.22 90.58 4.93 
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Table 8
Performance comparison of Co-FQL with existing machine

learning methods in terms of consuming time

Dataset Algorithms Training Testing
time (Sec) time (Sec)

Mixed Fuzzy Logic Controller (D1) 3.10 1.30
Dataset Q-learning (D2) 3.14 1.36

Fuzzy Q-learning (D3) 3.22 1.40
Cooperative Q-learning (D4) 3.22 1.42

Fig. 10. Cost per sample for existing DDoS detection and Co-FQL
from Mixed attack source.

achieved in Co-FQL. The speedup of Co-FQL can be
improved when a hybrid classifier is executed in paral-
lel processors. Thus, all the modules can be processed
in parallel by different engines in order to reduce the
overall processing time considerably.

5.3. Convergences of Co-FQL in terms of
expertness

To evaluate the expertness of Co-FQL algorithm, we
used the sum of positive rewards divided by the number
of total rewards such as negative and positive rewards
per epoch. For example, the percentage of expertness
for our Co-FQL algorithm calculates based on the fol-
lowing assumption. In each epoch, the average number
of positive rewards due to the correct attack detection
will be calculated, and then the expertness value can
be reached. Figure 11 shows the expertness of Co-FQL
agent during 500 epochs.

Any DDoS method in order to be effective and offer
added value to the infrastructure it protects should be
able to perform in real time. The soft real-time process-
ing is to detect anomalous activity as, or soon after, it

Fig. 11. Expertness of Co-FQL agent during 500 epochs.

occurs. We consider the upper limit for detection delay
to be equal to the capacity of the server which is being
protected. In a recent paper [19] a “real time” detection
of DDoS was achieved by using fuzzy rules on the Hurst
parameter. The time needed for the attack to be detected
successfully was 13 s which can be classified as real-
time in a certain context. According to the experiments,
the Co-FQL converges to higher detection expertness
with time detection less than 2 seconds. Therefore, it
is deduced that the proposed framework is suitable for
real-time scenario for detecting DDoS attacks.

6. Conclusion and future research

Development of the Co-FQL algorithmic technique
for online IDS by modifying simple Fuzzy Q-learning
algorithm and combining it with Cooperative mech-
anism detects DDoS attack with 90.58% accuracy,
which is far superior to Fuzzy Logic Controller, or
Markov decision processes or Fuzzy Q-learning by
themselves. Reducing complexity and dimensional-
ity of the selected feature set is learnt to reach to
the goal state. In our research work discretization,
feature selection and accuracy calculation are han-
dled simultaneously, which reduces computational cost
and build the detection in a comprehensive way. It
has been observed that for detection of continuous
attack attribute by fuzzy Q-learning, if same parame-
ters are applied to all attributes, classification accuracy
varies widely. But combination of different expertness
with weighted strategy policy for different attributes
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in different cluster yields best result of classification
accuracy. The proposed method is tested with differ-
ently correlated data sets such as NSL-KDD, CAIDA,
and Mixed datasets, showing effectiveness of the sys-
tem in real time intrusion detection environment. It
has been observed that the proposed method achieves
higher classification by 90.59% accuracy and minimum
cost function by 5.93% in mixed dataset compared to
other existing detection methods (i.e., fuzzy logic con-
troller, Q-learning, and fuzzy Q-learning) applied in the
wireless networks.

Given the huge types and amounts of DDoS attacks,
their optimum classification is very important for rapid
detection, in which other performance indicators such
as processing rate, energy consumption rate and accu-
racy of response would be needed to estimate the
quality of the IDS. Novel detection of attacks is an
important research area in security domain and has
immense importance for IDPS. The characteristics of
attacks changing with time and space and so handling
of such attacks by using existing knowledge opens new
avenue of research. Designing of classifiers using differ-
ent approaches and then fusing those classifiers surely
improve classification accuracy in IDPS. However, its
deployment in real life operational environment is a
huge challenge that still needs to be further researched.
A future initiative is to extend the proposed Co-FQL
mechanism by incorporating data from various attack
types and sources to further enhance its decision making
capabilities in order to thwart existing or new attacks.
Also, as part of future research work on complementing
Co-FQL, studying a network evolutionary algorithm,
such as the imperialist competitive algorithm, is con-
sidered of utmost importance.
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