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Abstract. This paper aims at providing the concept of information granulation in Granular computing based pattern classification
that is used to deal with incomplete, unreliable, uncertain knowledge from the view of a dataset. Data Discretization provides
us the granules which further can be used to classify the instances. We use Equal width and Equal frequency Discretization
as unsupervised ones; Fayyad-Irani’s Minimum description length and Kononenko’s supervised discretization approaches along
with Fuzzy logic, neural network, Support vector machine and their hybrids to develop an efficient granular information pro-
cessing paradigm. The experimental results show the effectiveness of our approach. We use benchmark datasets in UCI Machine
Learning Repository in order to verify the performance of granular computing based approach in comparison with other existing
approaches. Finally, we perform statistical significance test for confirming validity of the results obtained.
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1. Introduction

Granular computing was first proposed by Lin [48]]
and has become a very important tool in data mining
since then. The term granule is originated from Latin
granum, i.e., grain, to denote a small compact parti-
cle in physics and in the natural world. The taxon-
omy of granules in computing can be classified as: data
granule, information granule, concept granule, com-
puting granule, cognitive granule, and system gran-
ule [[7128l56l58]. Granular computing seems to cover
any theories, methodologies, techniques, and tools that
make use of granules in pattern recognition. While a
subset of the universe is called a granule in granular
computing in terms of: subsets, classes, and clusters of
a universe. It deals with the characterization of a con-
cept by a unit of thoughts consisting of two parts, the
intension and extension of the concept [S9].

*Corresponding author: Mrutyunjaya Panda, Department of Com-
puter Science, Utkal University, Vani Vihar, Bhubaneswar-4, Odisha,
India. E-mail: mrutyunjaya74 @gmail.om.

Granular computing is a general computing method-
ology using granules to establish an efficient computa-
tional model for complex applications [[1]. The theory
of fuzzy information granulation (TFIG) is inspired by
the ways in which humans granulate information and
reason with it [29]. TFIG builds on the existing ma-
chinery of fuzzy information granulation in fuzzy logic
but takes it to a significantly higher level of general-
ity, consolidates its foundations and suggests new di-
rections [29130]. Although extensive work has been
done on granular computing, it still attracts attentions
of researchers in the field of data mining. In this paper,
we will attempt to provide such a Label of theories,
methodologies, techniques, and tools that make use of
granules in the process of problem solving in pattern
recognition.

The motivation behind using granular computing for
our proposed information granulation with subsequent
successful classification data mining rests on: (i) infor-
mation granulation is very essential to human problem
solving, and hence has a very significant impact on the
design and implementation of intelligent systems, from
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theoretical aspects and (ii) then, the necessity of in-
formation granulation and simplicity derived from in-
formation granulation in problem solving in view of
practice. From these, we understand that, procedure
for information granulations become inevitable when
a problem involves incomplete, uncertain, or vague in-
formation and it becomes difficult to differentiate dis-
tinct elements. A typical example is the theory of rough
sets [63]. The lack of information may only allow us to
define granules rather than individuals. In some situa-
tions, even though detailed information are available,
it still can use granular computing for an efficient and
practical solution. This may reduce cost as the acqui-
sition of precise information is too costly. The main
reason behind using fuzzy granular computing lies in
dealing with imprecision, uncertainty and partial truth
to achieve tractability, robustness, low solution cost
and better practical solution to a problem under inves-
tigation.

The granular computing [[10] is a branch of soft com-
puting, considered to be a new concept and computing
paradigm of information processing, mimic the way
of human’s thinking. It uses a low-cost approximate
solution instead of the precise solution for develop-
ing a robust and efficient intelligent systems for bet-
ter understanding. Further, we can envisage informa-
tion granules are pivotal to a way in which experimen-
tal datasets are perceived and interpreted by humans,
where one needs to summarize the large datasets and
forms a very limited vocabulary of information gran-
ules that are easily comprehended and essential de-
pendencies among individual variables arising at some
specific level of information granularity is understood.

Granular Computing has become indispensable in
machine learning in several fundamental ways:

— Granular Computing helps us to build heteroge-
neous models in processing of information gran-
ules using fuzzy sets.

— Granular Computing considers the notion of vari-
able granularity whose range could cover detailed
numeric entities that are very abstract and general
information granules.

1.1. Advantages of granular computing (GrC)

Individually, Fuzzy set theory, rough set theory and
quotient space theory have their own advantages and
disadvantages, but they constitute as the three main
subjects of granular computing in unison for dealing
with complex and ambiguous information more easily.
Miao et al. [11]] summed up the three models’ advan-

tages and proposed a new model: using rough set to
construct a collection of researching objects (domain
size), using fuzzy sets to make sure the semantic inter-
pretation of granularity, using quotient space theory to
construct a hierarchical granular structure when they
summarize the granular computing in order to solve the
problems conveniently. The proposed models are not
only suitable for solving complex information systems,
but also has good adaptability for the uncertainty in
the data calculation followed by low cost, robustness,
feasibility, and imitation human intelligence to name
some of its advantages.

1.2. Dis-advantages of GrC

Apart from its numerous advantages, granular com-
puting also has some disadvantages. Diversity of the
granularity leads to a variety of different representa-
tions and interpretations increases the difficulty of un-
derstanding. This may be avoided by specifying the
size of the granularity for achieving an efficient granu-
lar based model.

In this paper, we address some of the basic issues
of granular computing such as: construction of gran-
ules and computation with granules using classifica-
tion data mining. Construction of granules as a first
part of information granulation makes us understand
why two objects are put into the same granule in terms
of their similarity, proximity, or functionality etc. [29].
Furthermore, information granulation depends on the
available knowledge, where it is necessary to study cri-
teria for deciding if two elements should be put into the
same granule, based on information at hand. Novel Al-
gorithms need to be developed for constructing gran-
ules efficiently considering how to put two objects into
the same granule. Granular computation with classifi-
cation can be similarly studied from both the semantic
and algorithmic perspectives [50/60].

To summarize, we may consider the following poin-
ts:

— Although detailed information is available, it may
be sufficient to use granules in order to have an
efficient and practical solution.

— Very precise solutions may not be required at all
in many practical problems.

— Acquisition of precise information is too costly.

— Instead of searching for optimal solution one may
search for good approximate solutions.

— Studies of granular computing are only comple-
mentary to vigorous investigations on precise and
non-granular computational approaches.
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1.3. Research gaps

It is observed that previous works on granular sup-
port vector machine (GSVM) models, often referred to
as traditional ones, are granulated on the original space
and trained on the kernel space can improve the learn-
ing efficiency, but at the cost of some losses in perfor-
mance [53]. This is because (i) after granulation, differ-
ent data distribution exists between original space and
kernel space and (ii) using granulation before training
and then use some sample granules from whole for
training that may lead to errors in data distributions.

Considering the above, a novel granular support vec-
tor machine model in combination with supervised
and unsupervised discretization, are proposed for fine
granulation for efficient data mapping between original
space and kernel space. Then, the granules obtained are
processed for classification data mining using Fuzzy
K-nearest neighbor, Multilayer perceptron etc. that can
largely improve the generalization performance with
the high accuracy.

The rest of the paper is structured as follows. Some
of the related work is discussed in Section 2. Section 3
is concerned with the information granulation using
discretization techniques proposed. Subsequently, in
Sections 4 and 5, we proceed with the realization of
our proposed methodology with the experimental re-
sults obtained along with discussions. Finally, Conclu-
sions with future scope of research are covered in Sec-
tion 6.

2. Related works

Yao and Yao [26] presented a granular computing
view to classification problems using ID3 and PRISM
algorithm. In this, they state that a granule is a sub-
set of granular computing that deals with the charac-
terization of a concept by a unit of thoughts consisting
of the intension and extension of the concept. The role
of Granular Computing as a fundamental environment
supporting the development of intelligent systems is
discussed by Pedrycyz [S1]]. The authors presented var-
ious conceptual alternatives (such as interval analysis,
fuzzy sets, and rough sets) and provided an general
overview of Granular Computing using fuzzy logic and
fuzzy sets to construct a consistent processing neces-
sary for operating on information granules. Finally, the
authors conclude on how logic neurons can contribute
to high functional transparency of granular processing,
help capture prior domain knowledge and give rise to a

diversity of the resulting models. Shifei et al. [13] dis-
cussed about principle of granularity in clustering us-
ing k-means, leader and spectral clustering algorithm
with their pros and cons. The authors then evaluated
their model using rough set, fuzzy sets and quotient
space theories for its effectiveness.

A critical analysis of the granular computing paradi-
gm with system algebra has been outlined for granu-
lar computing and granule-based systems modeling by
Wang et al. [57]]. Mooe and Inoue [62]] reported the ef-
fectiveness of value granulation (such as discretization
and quantization) in Machine Learning from aspects
of complexity reduction, learning capability, and intel-
ligent system development and then demonstrated the
effectiveness of value granulation in machine learning
in terms of low computation and size reduction, used
SVM for demonstrating the effectiveness of the value
granulation but could not succeeded. Sikdar [21]] pre-
sented Rough set theory based granular computing ap-
proach with its variable precision extension. The mem-
berships function used in variable precision extension
of rough set generalize the lower and upper approxi-
mations for handling decision analysis problems to in-
corporate qualitative knowledge in the knowledge in-
duction process.

Li and Ding [17] opines that Granular neural net-
works (GNNs) based on Granular Computing (GrC)
and artificial neural network can be able to deal with
all kinds of granular information of the real world.
They provided an introduction to the basic model of
GrC: word calculation model based on fuzzy sets the-
ory, rough sets model, and granular computing model
based on quotient space theory and then analyses the
ensemble-based methods of GNNs. Chen et al. [54]
have demonstrated the application of granular comput-
ing model in outlier detection. They proposed a GrC-
based method for effective outlier detection using three
publicly available databases. Zhang and Cheng [33] in-
vestigates new approaches to solve the pattern classi-
fication problems using granularity computing of quo-
tient space theory. Here, they use granular computing
to solve the classification problems with incomplete in-
formation system. Liu et al. [18]] proposed Granular
computing based classification algorithms taking dis-
tance between two granules from the view of set. They
use different forms of the granule as: hyperdiamond,
hypersphere, hypercube, and hyperbox in order to form
the granular computing classification algorithms based
on distance measures (DGrC). The benchmark datasets
in UCI Machine Learning Repository are used by the
authors to verify the performance of DGrC, with im-
proved the testing accuracies.
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Panoutsos and Mahfouf [15] presented a new sys-
tematic modelling approach using Granular Comput-
ing (GrC) and Neuro-fuzzy modelling, where GrC is
used to extract relational information and data charac-
teristics from the used dataset. The extracted knowl-
edge is then translated into a linguistic rule-base of
a fuzzy system followed by a Neuro-fuzzy modelling
structure that has been tested against real industrial
data of high dimensionality and complex nature. The
authors claim that the resulting models achieved bet-
ter performances than pure fuzzy models. Bargiela and
Pedrycyz [2]] proposed a structured combination of al-
gorithm and non-algorithm information processing for
developing a Granular computing paradigm.

Ganivada et al. [4] introduced a fuzzy rough granu-
lar neural network (FRGNN) model based on the mul-
tilayer perceptron using a back-propagation algorithm
for the fuzzy classification of patterns. The effective-
ness of the proposed FRGNN is demonstrated on sev-
eral real-life data sets with two special types of granu-
lar computation such as: low, medium, and high fuzzy
granules and the other has classes of granulation struc-
tures induced by a set of fuzzy equivalence granules
based on a fuzzy similarity relation. The authors con-
cluded that FRGNN to be superior to a rough fuzzy
MLP which uses rough sets, rather than fuzzy rough
sets, for knowledge encoding for vowel data.

Cimino et al. [34] dealt with information gran-
ules, namely interval-valued data and propose a mul-
tilayer perceptron (MLP) to model interval-valued
input-output mappings followed by using a genetic al-
gorithm to fit data with different levels of granular-
ity. The results of the proposed MLP are illustrated
by means of its application to both synthetic and real
world datasets. Tang et al. [55] used microarray gene
expression dataset with Fuzzy Granular Support Vec-
tor Machine — Recursive Feature Elimination algo-
rithm (FGSVM-RFE) as a hybrid algorithm of statis-
tical learning, fuzzy clustering, and granular comput-
ing. The authors pointed out that the results obtained
on three public datasets demonstrate that the FGSVM-
RFE outperforms state-of-the-art approaches.

Pal [43] introduced Rough-fuzzy granular approach
in natural computing framework with the concept of
rough set theoretic knowledge encoding and the role
f-granulation for its improvement. Even though new
machine learning modules are discussed, they should
be applied to other real life problems application for
the understanding of its efficacy. Zhu and Hu [37] ad-
dressed the granular computing model using neigh-
bourhood rough sets to deal with complex tasks of

classification learning. Here, the author highlighted
the importance of base classifiers for training in dif-
ferent granular spaces in a combined system. They
conclude that the proposed methods are effective and
the derived models produce competent performances
compared with other classical techniques in terms of
squared loss for training weights of different granular-
ity.

Pal and Meher [46] provided an overview of the
significance of natural computing with respect to
the granulation-based information processing models,
such as neural networks, fuzzy sets and rough sets,
and their hybridization. Ganovada et al. [5]] proposed a
granular neural network for identifying salient features
of data, based on the concepts of fuzzy set and a newly
defined fuzzy rough set. The author assigns each fea-
ture of the data between 0 and 1 and used to develop
granulation structures by a user defined a-value. The
input vector and the target value of the network are de-
fined using granulation structures, based on the con-
cept of fuzzy sets. The authors pointed out that the re-
sults of FRGNN are found to be statistically more sig-
nificant than related methods in 28 instances of 40 in-
stances, i.e., 70% of instances, using the paired t-test,
but takes higher computational time than the related
methods for feature selection tasks.

Pal et al. [47] addressed the problem of image object
extraction in the framework of rough sets and granu-
lar computing with rough entropy of image based on
the concept of image granules. Yao [27] presented an
overview of granular computing research in the past
ten years using two popular databases, ISI’s Web of
Science and IEEE Digital Library where current status,
the trends and the future direction of granular comput-
ing and identify prolific authors, impact authors, and
the most impact papers in the past decade are stud-
ied. Zadeh [31]] opined the importance of soft com-
puting, fuzzy logic, granular computing and comput-
ing with words that are essential to the conception, de-
sign and utilization of information/intelligent systems.
Pedrycyz [52] stressed on the role of associations of
fuzzy sets, formalism of fuzzy sets (and fuzzy cluster-
ing), and investigated in depth about information gran-
ules (sets, rough sets, shadowed sets and others). How-
ever, they did not report about the classification accu-
racy.

Li et al. [12] proposed a new granular computing
based incremental recursive reduction algorithm in in-
formation system claiming improved computation ac-
curacy and decrease in cost.

Hu and Guan [25] proposed a new emotional reason-
ing algorithm, and presents an emotional agent model
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based on granular computing. They perform the sim-
ulation in hospital scenario presenting an emotional
agent for patient assistance where results show its
goodness to transact simple emotions.

Ding and Qi [41] pointed out the research mostly
concentrated on data granulation and its simplicity in
hierarchical space with no effective standards, caus-
ing unstable generalization ability of granular support
vector machine (GSVM). They suggested the integra-
tion of Granular computing and SVM needs further re-
search.

Considering the constraints of time and memory
on learning performance of Support Vector Machine
(SVM) for large number of samples, Huang et al. [[16]
proposed a novel algorithm called Granular Support
Vector Machine based on Mixed Kernel Function
(GSVM-MKEF). Here, a new granular support vector
machine learning model is constructed with support
vector particles. Next, a new GSVM based on mixed
kernel function (GSVM-MKF) is proposed by the au-
thors for the strong generalization ability and strong
learning ability of mixed kernel function, stating on
how to choose threshold value effectively as a further
course of study.

Singh et al. [39] presented a novel formulation of
multi-class support vector machine by integrating the
concepts of

Soft labels and granular computing, in order to ad-
dress the issues of noisy and incorrectly labelled data
for efficient data distributions, in a multispectral face
recognition application.

Kazem et al. [6] developed a novel hybrid model
based on a chaotic firefly algorithm and support vec-
tor regression for stock market price forecasting. Their
contribution of the proposed algorithm'is mainly the
integration of chaotic motion with a firefly algo-
rithm as a simple and novel optimization method.
Compared with genetic algorithm-based SVR (SVR-
GA), chaotic genetic algorithm-based-SVR (SVR-
CGA), firefly-based SVR (SVR-FA), artificial neural
networks (ANNs) and adaptive neuro-fuzzy inference
systems (ANFIS), the proposed model performs best
based on two error measures, namely mean squared er-
ror (MSE) and mean absolute percent error (MAPE).

Wan et al. [8] implemented a new text document
classifier by integrating the K-nearest neighbor (KNN)
classification approach with the support vector ma-
chine (SVM) training algorithm. The proposed Near-
est Neighbor-Support Vector Machine hybrid classifi-
cation approach is coined as SVM-NN which avoids
a major problem of the KNN in determining the ap-

propriate value for parameter K in order to guarantee
high classification effectiveness. By considering sev-
eral benchmark text datasets for their experiments, it
is shown that the classification accuracy of the SVM-
NN approach has low impact on the value of param-
eter, as compared to the conventional KNN classifica-
tion model.

Lin et al. [9] proposed a support-vector-based fuzzy
neural network (SVFNN) to minimize the training and
testing error for better performance. They developed a
learning algorithm consisting of three learning phases
is to construct the SVFNN in which the fuzzy rules and
membership functions are automatically determined
by the clustering principle. To investigate the effective-
ness of the proposed SVFNN classification, they ap-
plied the corresponding model to various datasets from
the UCI Repository and Statlog collection. Experimen-
tal results show that the proposed SVFNN for pattern
classification can achieve good classification perfor-
mance with drastically reduced number of fuzzy kernel
functions:

We can summarize the section as follows: There are
many articles that shows how to perform better infor-
mation granulation process to achieve high predictive
accuracy apart from time needed for discretization and
learning, with a simple understanding for numerous
applications. However, in this paper, focus is given to
apply various supervised and unsupervised discretiza-
tion methods and discussed various classifiers that can
be categorized efficiently, for classification data min-
ing with 7 datasets with and without missing attribute
values. Finally, statistical significance test shall be car-
ried out to understand whether one method can signif-
icantly outperform others on a given problem.

3. Construction of proposed information
granulation approach using discretization

In conventional Granular Computing, there are three
types of information granulation present. First, Value
Granulation that corresponds to discretization and
quantization. Second, Variable Granulation correspon-
ding to clustering, aggregation and transformation and
finally, Concept Granulation corresponding to compo-
nent analysis.

As, value granulation is the simplest as it can be
achieved by discretization and quantization, the fol-
lowing procedure is to be performed:

1. Domain X, is granulated by values such that

each dimension is divided into uniform segments
1<e<n).
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2. Non-empty segments are considered as infor-
mation granules. Such information granules are
crisp sets and are not overlapped each other.

Data discretization is defined as one of the way to
reduce data used to change the original continuous at-
tributes to discrete attributes [3861]]. It aims at creat-
ing an appropriate number of intervals for data values
thus transforming the continuous data values into the
discrete values. The smaller data intervals usually con-
tributed to more accurate predictive model which could
cover higher prediction rates into new cases.

Information granulation or data granulation as means
of feature reduction using discretization has many
advantages since it reduces the content volume and
makes it easy to handle lot of information without chal-
lenging the system resources. But the technique to dis-
cretize or compress data without loss of valuable in-
formation is the key challenge. There are many tech-
niques reported in the literature but an algorithms that
can suit the given condition needs to be validated by
using the transformed data in the developed model for
establishing performance improvements.

3.1. Supervised and unsupervised discretization
methods

In this section, we present the various Supervised
and Unsupervised discretization techniques used in
this paper.

In the unsupervised methods, continuous ranges are
divided into sub-ranges by the user specified parame-
ter — for say, equal width (specifying range of values),
and equal frequency (number of instances in each inter-
val). Further, if no class information is available, unsu-
pervised discretization is the only choice. In supervised
discretization methods class information is used to find
the proper intervals caused by cut-points. Different
methods have been devised to use this class informa-
tion for finding meaningful intervals in continuous at-
tributes. Supervised discretization can be further char-
acterized as error-based, entropy-based or statistics-
based according to whether intervals are selected using
metrics based on error on the training data, entropy of
the intervals, or some statistical measure [24].

While there are many supervised methods exist in
literature, not much work has been done for synthesiz-
ing unsupervised methods. This might be due to the
fact that discretization has been commonly associated
with the classification task. Therefore, work on super-
vised methods is strongly motivated in those learn-
ing tasks where no class information is available. But,

when there is no class information available, unsuper-
vised discretization can play a vital role in designing a
system.

3.1.1. Unsupervised discretization

Both Equal Width and Equal Frequency discretiza-
tion are unsupervised discretization methods [24] and
have been used because of their simplicity and reason-
able effectiveness.

— Equal Width Discretization — The simplest unsu-
pervised discretization method, which determines
the minimum and maximum values of the dis-
cretized attribute and then divides the range into
the user-defined number of equal width discrete
intervals. There is no “best” number of bins, and
different bin sizes can reveal different features of
the data. Some theoreticians have attempted to de-
termine an optimal number of bins.

— Equal Frequency Discretization — The unsuper-
vised method, which divides the sorted values into
k intervals so that each interval contains approx-
imately the same number of training instances.
Thus each interval contains n/k (possibly dupli-
cated) adjacent values. k is a user predefined pa-
rameter. For our experiments we have chosen & to
be 10.

Both EWD and EFW suffer from possible attribute
loss on account of the pre-determined value of k.

3.1.2. Supervised discretization methods

Fayyad-Irani Discretization and Kononenko’s Dis-
cretization are two supervised discretization methods
are considered in our approach.

— Fayyad-Irani Discretization method [49] is a su-

pervised hierarchical split method, in which the
class information entropy of candidate partitions
are used to select boundaries for discretization.
Class information entropy is a measure of purity
that measures the amount of information which
would be needed to specify to which class an in-
stance belongs, considering one big interval con-
taining all known values of a feature. Recursive
partitions are then used on this big interval to con-
vert many smaller subintervals until the Minimum
Description Length MDL criterion is attained.
It has been shown that optimal cut points for
entropy minimization must lie between exam-
ples of different classes. The Fayyad and Irani
model [13]] uses a supervised hierarchical split
method where multiple ranges are created instead
of binary ranges to form a tree.
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Fig. 1. Proposed methodology.

— The Kononenko’s discretization uses the Re-
cursive entropy discretization proposed by Fayyad
and Irani with a minor alteration by including
an adjustment for discretization of multiple at-
tributes. It provides a correction for the bias, the
entropy measure has towards an attribute with
many values [24/35/40].

The advantages of these data discretization as in-
formation granulation provides: regularization as
it is less prone to variance in estimation from
small fragmented data; amount of data can be
greatly reduced because some redundant data
can be identified and removed and better perfor-

mance [20/44]).

4. Proposed methodology

As the data extracted from various databases are
large in size and high dimensional, we use ‘Granular
Computing for more simplicity in our approaches as an
underlying scheme of data mining that tackles the fun-
damentals of the development of intelligent systems.

Our contribution in this paper consists of following
steps:

Step 1 is granulation to build a sequence of informa-
tion granules from the dataset used.

Step 2 uses single best known classifier such as
Support vector machine (SVM), Multilayer percep-
tron neural network (MLPNN) and FURIA (Fuzzy Un-
ordered Rule Induction Algorithm) with supervised
and unsupervised discretization for classification data
mining.

Step 3 is modelling hybrid Fuzzy-K-nearest neigh-
bour (FKNN) based Support Vector Machines (SVM)
in these information granules, as FKNNSVM for im-
proving the classification accuracy in comparison to
the results obtained in Step-2.

Step 4 is to obtain abstract information in these gran-
ules, suitable for our proposed methodology. A good

granulation method to find suitable granules is crucial
for modelling a good FKNNSVM classifier. Under this
framework, many supervised and unsupervised gran-
ulation algorithms including class independence and
class dependence criteria are investigated, for classifi-
cation problems with different characteristics.

Finally, Step 5 uses Wilcoxon’s sign rank test and
Kruskal-Wallis statistical significance test on accuracy
in order to obtain the efficacy of the proposed model.

At first, we present the details about the dataset that
are considered for our experimentation, as provided in
Table 1.

A general framework of granular computing based
classification is presented in Fig. 1. The raw input data
is obtained as public dataset from UCI machine reposi-
tory. The input data set is transformed into desired for-
mat using binary to nominal or vice-versa, as a data
pre-processing techniques as and when required for
data analysis. The discretization process is then em-
ployed for obtaining information granules by eliminat-
ing data with incomplete value. Consequently, these
granules are filtered to get the most significant ones
for the classification process using Fuzzy K-nearest
neighbour (FKNN); with & = 10. Finally, efficient
classification is done with the filtered granules using
support vector machine (SVM); FURIA (Fuzzy Un-
ordered Rule Induction Algorithm) and MLPNN (Mul-
tilayer Perceptron Neural Network). Statistical signifi-
cance test enables us to understand the triviality of the
proposed approach in comparison to others.

The following are details of the proposed techniques
with the performance measures to evaluate the model
built.

4.1. Accuracy measurement

Accuracy can be defined as the ratio of correct pre-
dictions to the total number of instances.
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Dataset used

Dataset Total Numeric Nominal Missing
instances attributes attributes  attributes

Class

Vowel 871 4 - -

Ecoli 336 7 2 -

Iris 150 4 1 -
Glass 214 11 - -

Segmentation 210 19 1 -

Opt_digit 3823 64 1 -

Post-operative 90 1 8
patient data

Yes (attribute 8 has 3
missing values that presents  prepared to go home) A (patient sent to general hospital

Multi {six overlapping vowel classes (Indian telugu
vowel sounds from 1 to 6}

multi {cp (cytoplasm), im (inner membrane without
signal sequence), pp (perisplasm), imU (inner
membrane, uncleavable signal sequence), om (outer
membrane), omL (outer membrane lipoprotein), imL
(inner membrane lipoprotein), imS (inner membrane,
cleavable signal sequence)}

Multi{-Iris Setosa, —Iris Versicolour —Iris Virginica}
Multi {Type of glass:
1:building_windows_float_processed
2:building_windows_non_float_processed
3:vehicle_windows_float_processed

4: vehicle_windows_non_float_processed
5:containers

6:tableware

7: headlamps }

multi { brickface, sky, foliage, cement, window, path,
grass}

Multi {class code 0..9}

Multi {I (patient sent to Intensive Care Unit), S (patient

patient’s perceived comfort  floor)}
at discharge, measured as
an integer between 0 and 20

4.2. Coverage measurement

Coverage can be defined as the amount (%) of a data
set for which a classifier makes a prediction. If a clas-
sifier does not classify all the instances, then consider-
ation of a set of its confident cases are of paramount
importance while making a prediction [36]. The rules
are completed if any object belonging to the class is as-
signed with the coverage of 1, but the rules are correct
when both coverage and accuracy equal to 1.

The block diagram of our proposed methodology is
shown in Fig. 1.

4.3. Computational time

We use the time taken by a methodology to build a
classification model in seconds, as another criteria to
evaluate their effectiveness.

4.4. Analysis of errors (RRSE)

In this paper, root relative squared error (RRSE)
is used as a performance measures for evaluating the

classifier. This can be computed as amount of total
squared error made relative to what the error would
have been in absolute terms.

4.5. Hybrid methods, our proposal

The K-NN is a supervised learning algorithm where
the classification of a query for new instance is done
considering the majority of k-Nearest Neighbor cate-
gory. Here, the following parameters are set for neces-
sary classification: k = 10, the window Size is 0 for un-
limited number of training instances and 10-fold cross
validation, for experimentation.

In Artificial neural networks (ANN), learning the
classifier is done by comparing the instances with the
known instances at first. The errors resulted from the
initial classification is then fed back to the network for
further modification in the networks algorithm from
the second time onwards till the error is minimized. In
this paper, Multilayer Perceptron Neural Network clas-
sifier with sigmoid activation function and back prop-
agation as its learning algorithm is used, with the fol-
lowing selected parameters: Hidden Layers is ‘a’ [the
wildcard a = (attributes + classes)/2], Momentum is
0.2, Learning rate is 0.4, Number of Epochs is 500,
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Random seed for Weights is 0, validation Set Size is 0
and the validation threshold is 20.

Support Vector Machines (SVMs), is popularly used
in identifying hyper planes in order to maximize the
margins between the two classes, so as to handle mul-
tiple continuous and categorical variables. For our ex-
periments we have used SVM classifier- which imple-
ments John C. Platt’s sequential minimal optimization
algorithm for training a support vector classifier us-
ing polynomial kernels with the following parameters:
complexity parameter ¢ is 1.0, gamma is 1.0, kernel
cache size is 250007, Polynomial kernel with exponent
1.0.

This paper proposes a novel fuzzy rule-based clas-
sification method called Fuzzy Unordered Rule In-
duction Algorithm (FURIA), an extension of the rule
learner RIPPER. FURIA learns fuzzy rules instead of
conventional rules and unordered rule sets instead of
rule lists and avoids the default class prediction prob-
lem of RIPPER, makes it a most promising one in pat-
tern recognition problem.

The FURIA [22]] is based on RIPPER [42]] (Prun-
ing to Produce Error Reduction) by William Cohen
of AT&T Laboratories which is used here because of
its high accuracy in predicate-logics rules generation,
the information about the information gain for each at-
tribute would be used for inferring a collection of links
each represents the predictive power (in term of infor-
mation gain) towards the prediction class.

Whereas RIPPER produces hard and inflexible de-
cision boundaries between different classes, FURIA
proposes introducing a softer transition between class
boundaries through fuzzy rules. It also departs from
its predecessor by inducing rules for each class using
the one-versus-all method which frees up the classi-
fier from a strict order in which it must be evaluated.
Arguably, this increases the comprehensibility as well
as the knowledge discovery quality of its rules since
they no longer implicitly embody the negated condi-
tions of the previous rules [58]. This however intro-
duces a problem during classification of unseen sam-
ples, where a sample may not satisfy any of the gen-
erated rules. FURIA addresses this by devising a rule
stretching mechanism that generalizes the rules further
to ensure a maximum coverage.

Here, we use standard product T-Norm for perform-
ing as Fuzzy AND operator; rule stretching operation
for uncovered instances; 3-fold operation determines
the amount of data used for pruning: One fold is used
for pruning, the rest for growing the rules and lastly
stopping criteria is used when error rate is more than
50%.

Further, Fuzzy K-Nearest Neighbor (FKNN) classi-
fier is used for its obvious advantages over crisp K-NN
as: (i) capability to handle the ambiguous neighbors
in classification of current residue and (ii) assignment
of fuzzy membership values to residues, as a func-
tion of the vector’s distance from its K-NN for each
class rather than binary decision of their belonging-
ness. Tuning of the parameter is done with the neigh-
boring size (k) and the fuzzy strength (m). Here, we
use Euclidean distance as membership function with
k = 10 and m = 2. It should be noted that fuzzy
strength in continuous value such as 2.1, 2.2 etc. does
not change the result significantly.

Considering the Cons of the KNN with pros of
SVM, we propose to use the combination of Nearest
Neighbor-Support Vector Machine as SVM-KNN hy-
brid, which avoeids a major problem of the KNN in de-
termining the appropriate value for parameter K in or-
der to guarantee high classification effectiveness [14].
By considering several benchmark datasets for our ex-
perimentation, it is shown that the classification accu-
racy of the SVM-KNN approach has low impact on the
value of parameter, as compared to the conventional
KNN classification model.

Finally, we propose to hybridize FKNN algorithm
with support vector machine (SVM) with information
granulation to result granular FKNNSVM as a fast and
effective machine learning technique. This is because
hybrid methods that combine fuzzy set theory with
KNN and SVM, in order to optimize a fuzzy rule base
or for searching the space of potential rule bases in a
best possible systematic way.

To analyse the differences between the classifiers
more closely, we followed the two-step procedure:
First, a Wilcoxon sign rank and Kruskal-Wallis statis-
tical significance Test are conducted to test the null hy-
pothesis of classifier performance on predictive accu-
racy. In case this hypothesis is rejected, which means
that the classifiers’ performance differs in a statistically
significant way.

5. Experimental results and discussion

In this section, following the experimental setup in
Fig. 1, in order to assess the validity and performance
of the proposed discretization algorithm as informa-
tion granulation, we have performed experiments on
several datasets taken from the UCI repository (Vowel,
ecoli, glass, iris, segmentation, opt_digit and post-
operative patient). These datasets contain a large set
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Table 2
Unsupervised discretization for information granulation with accuracy (%)

Data/Algorithm Equal frequency (EFD) Equal width (EWD)
Vowel Ecoli Segmentation Iris Glass Opt-digit Vowel Ecoli Segmentation Iris Glass Opt-digit
Furia 81.77 177.68 84.76 93.33 91.12  85.03 83.59 7352 83.81 93.34 90.65  86.93
MLPNN 83.69 8391 83.81 9333 94.86  83.02 82.89 68.93 87.14 90.66 9579 8421
FuzzyKNN 4 SVM  80.25 82.46 85.24 92.67 96.73  95.83 81.56 83.64 88.09 96.7 94.86  90.87
Table 3

Supervised discretization with FKNNSVM, k& = 10

Discretization/dataset Accuracy (%)

FIMDL Kononenko

Ecoli 85.12 85.42
Glass 100 99.53
Vowel 87.25 87.25
Iris 94 94

Segmentation 87.7 90

Opt-digit 96.55 96.44
Average accuracy (%) 91.77 92.11

of numeric attributes of various types, which first con-
verted to nominal attributes and then used to test the
discretization algorithm. All the experiments are per-
formed in an Intel core i5 processor with 2.3 GHz
CPU, 1TB HDD, 4 GB RAM PC in Java Environment.
The statistical significance is tested using Statistical
software.

In order to evaluate the discretization carried out
by the proposed algorithm with respect to other al-
gorithms in the literature, We compared our meth-
ods: equal-width with fixed number of bins (we use
10 for our experiments), equal-frequency with fixed
number of bins (we use 10 for the experiments), for
class dependent (CD) and class independent (CI) sce-
nario, as a part of unsupervised discretization and then
Fayaad-Irani MDL and Kononenko as two supervised
discretization scenarios, for building our granular com-
puting model. The class will be unset temporarily be-
fore the granulation is applied in case of class inde-
pendent and can be set for class dependent scenar-
ios respectively. The classification is then obtained
using hybrid fuzzy k-nearest neighbor support vec-
tor machine (FKNNSVM) with £ = 10 in a 10-fold
cross-validation methodology. The results on the test
folds were compared through a Kruskal-Wallis one-
way analysis of variance and Wilcoxon sign rank test
as regards cross-validated predictive accuracy, as a test
for statistical significance of the proposed model.

The results obtained with unsupervised and super-
vised information granulation process with various
algorithms are presented in Tables 2—4. It can be
observed that supervised Kononenko’s discretization
techniques produces more accurate classification ac-
curacy since the partitions they produce are directly

related to the class to be predicted and faster, taking
less time for building the classification model. But,
RRSE and the coverage is better in case of unsu-
pervised EWD discretization using Fuzzy-KNN-SVM
(FKNNSVM) for Class dependence (CD). Henceforth,
we compare our equal width unsupervised (EWD) dis-
cretization and Kononenko’s supervised discretization
for information granulation along with various classi-
fiers for their improved accuracy in comparison to their
counterparts, which can be observed from Tables 2 and
3 respectively.

Table 4 provides us an insight about the performance
of the various proposed methodology with all the used
six datasets in terms of root relative square error, time
taken to build the model, coverage and accuracy.

Table 5 presents the comparison on best accuracy for
all dataset, with others. It is quite evident from Table 5
that our proposed methodologies with supervised and
unsupervised (i.e. Kononenko and equal width) out-
performs all existing works as mentioned. Further, we
compare our approach with others granular computing
approaches using same data sets that are highlighted in
Table 6. It can be seen that, our proposed methodol-
ogy is better in case of Ecoli, glass, iris and segmenta-
tion data and very close to opt-digit data and same with
MLP or close with FKNNSVM with vowel dataset.

Simulations are carried out using data sets that do
not have any missing attribute values and the obtained
results observed from Tables 2—6; shows the effective-
ness of our proposed Kononenko based granulation
with FKNNSVM hybrid in comparison to the results
obtained from many researchers [15/18l32137143l46].

For further research in this direction, post-operative
patient data obtained from UCI machine repository
with missing attribute values is used. An informa-
tion/decision system is incomplete in case some values
of conditional attributes from A are not known. Analy-
sis of systems with missing values requires a decision
on how to treat missing values. In plain words, objects
with missing values are in a sense absorbed by close
to them granules and missing values are replaced with
most frequent values in objects collected in the gran-
ule. Then a comparison is made with the results ob-
tained by the authors [3]] using machine learning pro-



M. Panda et al. / Soft granular computing based classification using hybrid fuzzy-KNN-SVM 125
Table 4
Unsupervised CI and CD EWD and supervised discretization in terms of accuracy, RRSE and time
Algorithm/dataset Vowel Iris Segmentation Glass Ecoli Opt-digit Average
FURIA CI ACC (%) 83.01 93.34 84.76 90.65 73.52 86.93 85.37
RRSE (%) 59.88 41.69 65.22 40.29 78.48 49.73 55.88
Coverage (%) 87.94 95.34 90.95 96.73 81.55 95.61 91.35
Time (seconds) 0.57 0.03 0.13 0.02 0.18 8.73 1.61
CD ACC (%) 83.58 93.34 83.81 90.65 73.52 86.93 85.31
RRSE (%) 58.45 41.69 52.62 40.29 78.48 49.73 53.54
Coverage (%) 88.98 95.34 92.86 96.73 81.55 95.61 91.85
Time (seconds) 0.71 0.01 0.09 0.02 0.18 9.29 1.72
MLPNN CI ACC (%) 87.71 90.66 87.14 95.79 72.63 84.21 86.36
RRSE (%) 51.99 47.37 49.79 33.43 85.66 47.29 52.59
Coverage (%) 94.14 94.67 93.34 97.19 95.24 90.21 94.13
Time (seconds) 13.68 2.47 59.93 20.45 499.24 352.62 158.1
CD ACC (%) 82.89 90.66 87.14 95.79 68.93 84.21 84.94
RRSE (%) 57.73 47.37 49.79 33.43 85.66 47.29 53.54
Coverage (%) 93.68 94.67 93.34 97.11 95.24 90.21 94.04
Time (seconds) 8.51 245 73.88 20.51 450.72 352.62 151.45
FKNNSVM, CI ACC (%) 86.68 96.7 85.72 95.12 83.04 91.2 89.74
K =10 RRSE (%) 94.42 60.55 110:63 93.31 97.92 45.03 83.64
Coverage (%) 100 100 99.53 100 98.81 100 99.72
Time (seconds) 04 0.12 0.97 0.27 1.77 12.23 2.63
CD ACC (%) 81.56 96.7 88.09 94.86 83.64 90.87 89.29
RRSE (%) 94.57 60.55 87.23 93.31 97.92 45.03 79.77
Coverage (%) 100 100 100 100 98.81 100 99.80
Time (seconds) 0.31 0.05 0.37 0.25 1.77 12.23 2.49
Kononenko -+ Furia RRSE (%) 71.97 40.62 90.94 0 63.34 46.58 52.24
Coverage (%) 84.67 94.67 73.87 100 87.20 95.32 89.29
Time (seconds) 0.01 0.01 0.01 0.01 0.05 6.17 1.04
Kononenko + MLPNN RRSE (%) 54.70 41.74 97.02 4.01 61.95 33.74 48.86
Coverage (%) 96.16 98 65.24 100 88.9 98.05 91.06
Time (seconds) 65.25 0.38 122.38 2.61 673.58 846.8 285.17
Kononenko + FKNNSVM, RRSE (%) 85.23 62.72 90.94 92.71 97.81 90.73 86.69
k=10 Coverage (%) 99.71 100 68.73 100 98.81 100 94.54
Time (seconds) 0.98 0.09 2.75 0.52 1.78 3.99 1.68
Table 5
Comparison on best accuracy for all dataset, with others
Discretization ~ Algorithm Average Discretization Algorithm Average Discretization ~Algorithm Average
accuracy accuracy accuracy
(%) (%) (%)
EFD FURIA (ours) 85.61 EWD FURIA (ours) 85.31 konenko FURIA (ours) 82.31
MLPNN (ours) 87.1 MLPNN (ours)  84.90 MLPNN (ours) 85.02
FNNSVM (ours) 88.86 FNNSVM (ours) 89.28 FNNSVM (ours) 91.77
C4.5 [43] 73.04 C4.5 [43] 72.52 FI-MDL C4.5+ MDL [43] 74.44
KNN [43] 75.57 KNN [43] 46.80 KNN + MDL [43] 70.02
NB [43] 74.91 NB [43] 75.7 NB + MDL [43] 73.69
GSC +MD 87.9 Rough mereology [32] 88.19
+ I2BG [37]

gram LERS_LB 2.5 in knowledge acquisition for ex-
pert system development in nursing. While the pro-
posed hybrid Kononenko + FKNNSVM achieves an
accuracy of 67.78%, the latter has only 48%. It is also
observed that while using Kononenko + Fuzzy KNN
without SVM, the accuracy is reduced to 65.52%, from
67.78%.

Finally, in order to measure the suitability of clas-
sifiers over one another in terms of accuracy, non-
parametric Kruskal-Wallis and Wilcoxon sign rank test
are performed with a risk level & = 0.05. The result
obtained are shown in Tables 7 and 8.

(i) The Kruskal-Wallis one-way analysis of vari-
ance by ranks (named after William Kruskal
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Table 6
Comparison with others granular computing approaches

Dataset/Algorithm Ecoli Glass Iris Vowel Segmentation Opt_digit
FRGNN [46] - - - 87.71 - -
RFMLP [46] - - - 86.55 - -
FRGNN [46] - - - 86.55 - -
DGrC [18] - 80.1 - - - -
Neuro-Fuzzy GrC [15] - - - - - 98.16
FKNNSVM + CI (ours), k = 10 83.04 94.86 96.7 86.68 85.72 90.87
Kononenko + FKNN SVM (ours) 85.42 99.53 94 87.25 90 96.44
MLPNN + CI (ours) 72.63 95.79 90.66 87.71 87.14 84.21

Table 7
Statistical significance test on accuracy (Kruskal-Wallis test H takes
ties into account)

H (observed value) 3.644
H (critical value) 11.070
DF 5
One-tailed p-value 0.602
Alpha 0.05

The Kruskal-Wallis H is distributed as a Chi-square.

At the level of significance Alpha = 0.050 the decision is to not re-
ject the null hypothesis of absence of difference between the 6 sam-
ples. In other words, the difference between the samples is not sig-
nificant.

From all comparisons, it is quite evident that our granular computing
approach using FKNNSVM with EWD is equally significant com-
pared to the other methods.

Table 8
Statistical significance test on accuracy (Wilcoxon signed-ranks
test/two-tailed test)

T 5.000
T (expected value) 7.500
T (variance) 13.750
Z (observed value) —0.674
Z (critical value) 1.960
Two-tailed p-value 0.500
Alpha 0.05

The normalized Wilcoxon’s 7T is tested against the normal distribu-
tion.

At the level of significance Alpha = 0.05, the decision is not to reject
the null hypothesis that the samples are not different. In other words,
the difference between the samples is not significant.

This shows that the proposed Kononenko FKNN with SVM hybrid
is also equally significant.

and W. Allen Wallis) is a non-parametric method
for testing whether samples originate from the
same distribution [23]]. It is used for compar-
ing two or more samples that are independent,
and that may have different sample sizes, and
extends the Mann-Whitney U test to more than
two groups. The parametric equivalent of the
Kruskal-Wallis test is the one-way analysis of
variance (ANOVA). When rejecting the null hy-
pothesis of the Kruskal-Wallis test, by that time,
at least one of sample stochastically dominates
at least one other sample.

(i1) The Wilcoxon Signed Rank procedure assumes
that the sample under investigation is randomly
taken from a population, with a symmetric fre-
quency distribution. The symmetric assumption
does not assume normality, simply that there
seems to be roughly the same number of val-
ues above and below the median. The Wilcoxon
procedure computes a test that is compared to an
expected value, which is computed by summing
the ranked differences of the deviation of each
variable from a hypothesized median above the
hypothesized value.

6. Conclusions and future work

In this paper, an attempt was made to show how the
discretization based granular Fuzzy-KNN-SVM can
design an effective classification model with high ac-
curacy. Our experimental results indicate that with 7
public datasets, on an average, Fuzzy-KNN-SVM with
EWD is better than other unsupervised granulation al-
gorithm and for supervised granulation, Kononenko
finds a better place in comparison to Fayyad and Irani’s
Minimum Description Length (MDL). Since most of
the state of the art classifiers are performing well on
these datasets, it is clear that the data transformation is
more important than the classifier itself.

The experimental results with the proposed method-
ology on the average gives better performance in com-
parison to others. Finally, we validate our method for
the development of parsimonious models using non-
parametric statistical test that could be set as a bench-
mark for statistical classifiers.

Even though our proposed supervised and unsuper-
vised granulation with Hybrid Fuzzy KNN and SVM
has obvious advantages compared to traditional SVM
and many other proposed approach available in the re-
cent literature, but the effective application in the daily
life with better data granulation still is an important as-
pect of future research.
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