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Abstract. This paper presents a new variant of Particle Swarm Optimization algorithm named 
QPSO for solving global optimization problems. QPSO is an integrated algorithm making use 
of a newly defined, multiparent, quadratic crossover operator in the Basic Particle Swarm 
Optimization (BPSO) algorithm. The comparisons of numerical results show that QPSO 
outperforms BPSO algorithm in all the twelve cases taken in this study.   
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1   Introduction 

Evolutionary Algorithms (EA) and Particle Swarm Optimization (PSO) are perhaps 
the two most common stochastic techniques for solving global optimization problems. 
Both the techniques have proved their mettle in solving the complex optimization 
problems (test as well as real life problems). Some of the similarities between the EA 
and PSO as pointed out by Angeline [1] may be given as: 

− Both are population based search techniques. 
− Neither requires the auxiliary knowledge of the problem. 
− In both the algorithms solutions belonging to the same population interact with 

each other during the search process. 
− The quality of the solutions are improved using techniques inspired from real 

world phenomenon On one hand, EA are inspired from the metaphor of natural 
biological evolution using the concepts of selection, mutation and reproduction on 
the other hand PSO uses the complex social cooperative and competitive behavior 
exhibited by different species like birds, bees humans etc.  

Both the algorithms have their share of weaknesses and strengths and it is quite 
natural to think that the fusion of the two will result in an algorithm which has 
properties of both the algorithms. A number of techniques suggesting a combo of 
these two methods are available in literature. Out of the EA operators’ viz. selection, 
crossover and mutation, the one that has been used most frequently is the mutation 
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operator. Some of the commonly used mutation operators used in PSO algorithms are 
Gaussian, Cauchy, linear, nonlinear operators etc. For a detailed description, the 
reader is suggested [2] - [7]. However, for selection and reproduction operator only a 
few examples are available (see for instance Angeline [8], Clerc [9]). The objective of 
this paper is to see the performance of a BPSO after including a crossover operator in 
it. For this purpose we developed a new crossover operator called quadratic crossover 
operator. It makes use of three swarm particles to produce a new particle that lies on 
the point of minima of the quadratic curve (hence the name quadratic crossover) 
passing through the three chosen particles. 

The structure of the paper is as follows: in section 2, we have briefly explained the 
Basic Particle Swarm Optimization, in section 3; we have defined the proposed QPSO 
algorithm. Section 4 deals with experimental settings. Section 5 gives numerical 
results and finally the paper concludes with section 6. 

2   Basic Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is a relatively newer addition to a class of 
population based search technique for solving numerical optimization problems. The 
particles or members of the swarm fly through a multidimensional search space 
looking for a potential solution. Each particle adjusts its position in the search space 
from time to time according to the flying experience of its own and of its neighbors 
(or colleagues). 

For a D-dimensional search space the position of the ith particle is represented as            
Xi = (xi1, xi2, …, xiD). Each particle maintains a memory of its previous best position 
Pbesti = (pi1, pi2… piD). The best one among all the particles in the population is 
represented as Pgbest = (pg1, pg2… pgD). The velocity of each particle is represented as 
Vi = (vi1, vi2, … viD). In each iteration, the P vector of the particle with best fitness in 
the local neighborhood, designated g, and the P vector of the current particle are 
combined to adjust the velocity along each dimension and a new position of the 
particle is determined using that velocity. The two basic equations which govern the 
working of PSO are that of velocity vector and position vector given by: 

 )()( 2211 idgdidididid xprcxprcwvv −+−+=                               (1) 

ididid vxx +=                                                                                    (2) 

The first part of equation (1) represents the inertia of the previous velocity, the 
second part is the cognition part and it tells us about the personal thinking of the 
particle, the third part represents the cooperation among particles and is therefore 
named as the social component [10]. Acceleration constants c1, c2 [11] and inertia 
weight w [12] are the predefined by the user and r1, r2 are the uniformly generated 
random numbers in the range of [0, 1]. 

3   Proposed QPSO Algorithm 

The proposed QPSO algorithm is a simple and modified integrated version of BPSO 
and EA. The quadratic crossover operator suggested in this paper is a nonlinear multi 



 A New PSO Algorithm with Crossover Operator 217 

parent crossover operator which makes use of three particles (parents) of the swarm to 
produce a particle (offspring) which lies at the point of minima of the quadratic curve 
passing through the three selected particles. The new particle is accepted in the swarm 
irrespective of the fact whether it better or worse than the worst particle present in the 
swarm. In this way the search is not limited to the region around the current best 
location but is in fact more diversified in nature.  

The quadratic interpolation [13] uses a = Xmin, the particle having minimum 
function value and two other randomly selected particles {b, c} from the swarm to 

determine the coordinates of the new particle )~,.......,~,~(~ 21 ni xxxx = , where  
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The nonlinear nature of the quadratic crossover operator used in this work helps in 
finding a better solution in the search space. The computational steps of the proposed 
QPSO are given in Fig. 1. 

 

Fig. 1. Flow QPSO Algorithm 

4   Experimental Settings  

In order to make a fair comparison of BPSO and QIPSO, we fixed the same seed 
for random number generation so that the initial swarm population is same for both 
the algorithms. The number of particles in the swarm (swarm size) is taken as 30. 
A linearly decreasing inertia weight is used which starts at 0.9 and ends at 0.4, 
with the user defined parameters c1=2.0 and c2=2.0. We have also considered the 
measurement of diversity, which is an important aspect for checking the efficiency 
of the swarm. High diversity generally implies a better balance between 
exploration and exploitation. The diversity measure [14] of the swarm is taken as:  
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where S is the swarm, ns = ⎜S ⎜is the swarm size, nx is the dimensionality of the 

problem, xij is the j’th value of the i’th particle and )(tx j  is the average of the j’th 

dimension over all particles, i.e.      
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For each algorithm, the maximum number of iterations allowed was set to 30,000 
for 30 dimensions and 100,000 for 50 dimensions. For 30 dimensions, a total of 10 
runs for each experimental setting were conducted and the average fitness of the best 
solutions throughout the run was recorded. For 50 dimensions, only a single run was 
performed and the best fitness value was recorded. 

Table 1. Numerical benchmark problems 

 
 Remark1: Functions sine and cosine take arguments in radians. 
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5   Experimental Results 

In order to check the compatibility of the proposed QPSO algorithm we have 
tested it on a suite of 12 standard bench mark problems, generally used for testing 
the efficiency of global optimization algorithms, given in Table 1. The test bed 
comprises a variety of problems ranging from a simple spherical function to highly 
multimodal functions and also a noisy function (with changing optima). In Table 2, 
we have shown the results of problems with dimension 30 and in Table 3, are 
given the results of problems with increased dimension 50 in terms of best fitness  
 

Table 2. Numerical results (dimension: 30) 

 

Table 3. Numerical results (dimension: 50) 
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value. In Table 4, we have shown the performance improvement of QPSO with 
BPSO. Fig, 2 show the mean best fitness curves for selected benchmark problems.  

From the numerical results presented in Tables 2, 3, 4 and 5, it is evident that 
QPSO is a clear winner. It gave a better performance for all the problems with 
dimension 30 except for f8. However it is quite interesting to note that QPSO gave a 
much better performance for the same function (f8) when the dimension is increased 
to 50. In terms of percentage of improvement (of average fitness function value), the  
 

Table 4. Improvement (%) of QPSO in comparison with BPSO 

 
 

 

      

                                 (a) f5                                                              (b) f6 

 

        

                                 (c) f9                                                              (d) f10 

Fig. 2. Convergence graph for selected benchmark problems 
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results favor QPSO particularly for higher dimension (50). One interesting and 
noticeable fact about QPSO is that despite low diversity (although higher than BPSO 
in most of the cases) it gave good results. 

6   Conclusion  

In this research article, we proposed a simple and modified version of an integrated 
algorithm exploiting the features of PSO and EA. The novelty of the present work is 
the use of a nonlinear quadratic crossover operator and the manner in which it is 
applied. The new solution is accepted even if it is worse than the worst solution; this 
prevents the search space from contracting and thereby maintains diversity. The 
empirical results show that the proposed algorithm is quite competent for solving 
problems of dimensions up to 50. In future we shall also incorporate the phenomenon 
of mutation in the algorithm and will use it to solve the problems of higher 
dimensions. 
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